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Abstract
Neural networks, primarily recurrent and convolutional Neural networks, have been proven successful in text classification. 
However, convolutional models could be limited when classification tasks are determined by long-range semantic dependency. 
While the recurrent ones can capture long-range dependency, the sequential architecture of which could constrain the training 
speed. Meanwhile, traditional networks encode the entire document in a single pass, which omits the hierarchical structure 
of the document. To address the above issues, this study presents T-HMAN, a Topic-aware Hierarchical Multiple Attention 
Network for text classification. A multi-head self-attention coupled with convolutional filters is developed to capture long-
range dependency via integrating the convolution features from each attention head. Meanwhile, T-HMAN combines topic 
distributions generated by Latent Dirichlet Allocation (LDA) with sentence-level and document-level inputs respectively in 
a hierarchical architecture. The proposed model surpasses the accuracies of the current state-of-the-art hierarchical models 
on five publicly accessible datasets. The ablation study demonstrates that the involvement of multiple attention mechanisms 
brings significant improvement. The current topic distributions are fixed vectors generated by LDA, the topic distributions 
will be parameterized and updated simultaneously with the model weights in future work.
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1  Introduction

Text classification is a fundamental task in Natural Lan-
guage Processing (NLP), and it aims to automatically 
assign label(s) to a given text. Traditional text classifica-
tion approaches leverage word co-occurrence information 
as feature representations to train a classifier, and such rep-
resentations could be typically obtained by Bag-of-Word 
(BoW) [1, 2], term frequency-inverse document frequency 
(TF-IDF) [3] or Latent Dirichlet Allocation (LDA) [4] topic 
distributions [5–7]. Those methods transform unstructured 
text into numerical data, so the large-scale text data could be 
structured, classified, or clustered automatically. Although 
such representations are feasible for tasks such as document 
summarization [8, 9], document classification [10–12] and 
clustering [13], they suffer from dimensional sparsity, which 

leads to high computational cost, and also miss contextual 
information in the text sequences [14].

For the past few years, neural networks have been com-
monly implemented in text classification tasks [15, 16]. 
They typically encode texts of varying lengths into vector 
representations of fixed lengths, on top of which a classifier 
is added. Especially, convolutional neural networks (CNNs) 
[17–19] are used to extract features by applying convolution 
filters (also called kernels) over input sequences. Recurrent 
neural networks (RNNs) [20, 21] perform a similar function 
but for each time step of the input sequences, the current 
output is dependent on the previous computations. CNNs 
are computationally fast and capable of extracting local and 
position-invariant features. However, they are not good at 
the classification tasks that are determined by a long-range 
semantic dependency rather than local key phrases. RNNs 
are able to capture long-range dependency, the computation 
is rather slow as it is recurrent in nature.

Recently, the Transformer [22], which entirely relies 
on attention mechanisms [23], demonstrates the state-of-
the-art performance in many NLP tasks. Since then, atten-
tion mechanisms have been successfully applied to several 
fields including text summarization [24], natural language 
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inference [25], sentiment analysis [26] and image classifica-
tion [27]. Specifically, self-attention, which is an attention 
mechanism, is able to model sequences by connecting long-
range dependency via a shorter network path compared to 
RNNs, and could also be trained as fast as CNNs. As a vari-
ant of self-attention, co-attention [28] is proposed to simul-
taneously attend to two different feature representations, and 
jointly use one attention to guide another. Recent research 
[26] found that self-attention is superior in performance to 
CNNs and RNNs on classification accuracy in sentiment 
analysis, but less is known about the effectiveness of co-
attention in the document classification task.

Moreover, traditional neural networks [29, 30] scan an 
entire document in a single pass and omit the structural 
features between words and sentences as well as between 
sentences and documents. In an attempt to resolve this issue, 
hierarchical neural architectures [20, 31, 32] take sentence-
level and document-level inputs to a sentence encoder and a 
document encoder separately, and achieved state-of-the-art 
accuracy on many text classification tasks.

In this study, we propose Topic-aware Hierarchical 
Multi-Attention Network (T-HMAN), which builds in the 
form of a hierarchical structure with multiple attention 
mechanisms. The main contributions of this study are sum-
marized as follows: 

1.	 Different from other hierarchical models, a sentence co-
attention is developed to learn sentence representations 
with different levels of abstraction interactively and is 
able to aggregate sentence semantic features in the docu-
ment encoder at different stages.

2.	 Feature representations at word-level and document-
level are both enriched by using LDA topic model to 
incorporate global co-occurrence information from the 
topic-word distributions, and the per-document topic 
probabilities from the document-topic distributions.

3.	 Soft attention mechanism is employed to summarize 
the importance of the sentence-level and document-
level representations sequentially since not all parts of 
a word or a sentence are equally important for the model 
prediction.

4.	 To measure the performance of the proposed model, 
five publicly accessible document classification data-
sets are evaluated. The proposed T-HMAN outper-
forms previous approaches and also converges faster. 
The experiment also intensively compares hierarchical 
with non-hierarchical neural network architectures and 
demonstrates that hierarchical ones are typically supe-
rior to non-hierarchical ones in text classification tasks.

2 � Related work

CNNs and RNNs have been widely applied to encode 
document representations. For instance, Ruchansky et al. 
leveraged a RNN to extract temporal text representa-
tions for detecting fake news [33]. Kim adopted a CNN 
to classify documents [17]. Wei el al. developed a CNN 
for stance detection in tweets [16]. Since Bahdanau et al. 
introduced the attention mechanism [23], later referred to 
as soft attention by [34], which improved the encoding 
capacity of sequence-to-sequence architectures in machine 
translation tasks, it has been intensively combined with 
various RNN and CNN architectures [28, 35, 36]. Soft 
attention is not only able to capture long-range semantic 
dependencies, but also to focus on the most salient features 
[37, 38]. Recently, Vaswani et al. introduced the Trans-
former which was entirely built based on the attention 
mechanism [39]. They demonstrated that self-attention 
could be applied directly to word embeddings to capture 
important relations and semantic information over a long 
distance, similar to RNNs. Meanwhile, the feed-forward 
architecture of self-attention could be trained as fast as 
CNNs. Compared with RNNs and CNNs, Ambartsoumian 
and Popowich have also shown that self-attention could 
achieve better classification accuracy and fast convergence 
speed in sentiment analysis [26].

A problem with these neural network models is that 
they generate document representations without consid-
ering the characteristics of the hierarchical structure of 
documents. To address this issue, Yang et al. proposed 
HAN [20], which achieved state-of-the-art performance, 
and indicated such hierarchical information has the poten-
tial to come up with better document representations. Hier-
archical models have been applied to many text classifica-
tion tasks. Gao et al. proposed a hierarchical convolutional 
attention (HCAN) model [31], which employed both self-
attention and target-attention. Abreu et al. combined RNNs 
with CNNs in a hybrid hierarchical attentional neural net-
work (HAHNN) for document classification tasks [32]. 
Jiang et al. proposed Embeddings from Language Model 
(ELMo) Sentence Representation Convolutional (ESRC) 
network [40], which sent contextual word embedding to 
a hierarchical architecture for classifying hyperpartisan 
news. Zheng et al. explored various hierarchical encoders 
on documents with varied document lengths and revealed 
that neural-network-based hierarchical architectures out-
perform their non-hierarchical counterparts for document 
classification [14]. Shu et al. proposed an explainable fake 
news detection (dFEND) network [41], which applied co-
attention [28] on both news and comment inputs simul-
taneously, the attention weights can be shared and learn 
meaningful interactions between the two inputs. Tian et al. 
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proposed a hierarchical inter-attention network in a multi-
task document classification task [42], they developed an 
inter-attention that shares the global information between 
tasks, so the components can provide common and task 
invariant knowledge. Liu et al. developed a hierarchical 
graph convolutional neural network [43], which combined 
a section graph network with a decoupled graph convo-
lutional block to capture the macrostructure and fine-
grained features of a document. Li et al. also proposed a 
hierarchical Transformer-CNN model for multi-label text 
classification tasks by applying two Transformer encod-
ers on word-level and sentence-level semantic features 
[44]. However, the document representations were simply 
obtained by concatenating feature representations via a 
convolutional network.

Meanwhile, LDA has been employed in many docu-
ment classification tasks [45, 46]. For instance, Wu et al. 
combined LDA with SVM to classify Chinese news, out-
performing models that generate high-dimensional features 
such as TF-IDF models [47]. Li et al. developed LDA with 
a Softmax regression to overcome the curse of dimensional-
ity of the news text [7]. Kim et al. regarded document-topic 
distributions generated by LDA as a document represen-
tation [48], in which both word frequencies and semantic 
information are considered, to enhance the performance 
of document classifiers. Lin et al. introduced a joint senti-
ment/topic model for detecting sentiment and topic from text 
simultaneously [49].

Recent neural network approaches have been combined 
with LDA for generating document representations. Liu 
et al. applied LDA to build topic-based word embeddings 
considering both words and topics [50]. Xu et al. adapted 
LDA to capture topic-based word relationships, which were 
then integrated into distributed word embeddings [51]. 
Wang et al. prepared LDA-based text features as input to a 
deep neural network to detect automobile insurance fraud 
[52]. Narayan et al. introduced a topic-aware convolutional 
neural network to generate summaries from online news arti-
cles [53]. Specifically, the topic model was used to generate 
document-topic distributions and word-topic distributions 
respectively. Then, a CNN was applied to encode and decode 
the combination of topic distributions and input represen-
tations sequentially. Jiang et al. also compared text classi-
fication performances of hierarchical and non-hierarchical 
models that integrate topic distributions [54].

3 � Topic‑aware hierarchical multi‑attention 
network

The overall workflow of T-HMAN is shown in Fig.  1. 
The T-HMAN model aims to capture contextual seman-
tic information in documents by taking word-level and 

sentence-level inputs through a sentence encoder and a 
document encoder sequentially. Specifically, the model first 
encodes word-level inputs to sentence-level representations, 
which are then taken as the inputs to learn the document-
level representations. Finally, the document-level representa-
tions are passed to a Softmax for classification. We will dis-
cuss each component in detail in the following subsections.

3.1 � Pre‑training topic distributions

Let D = (s1 , s2 , ... , sm) denotes a document consisting of 
a sequence of m sentences; S = (w1 , w2 ,..., wn) stands for a 
sentence comprising n words. S is embedded into a distri-
butional space we = ( we1 , we2 , ... , wen ) where we ∈ ℝ

n×e , 
n is the sequence length and e is the dimension of word 
embeddings.

The LDA model generates topic-word and document-
topic distributions simultaneously. The former is shared 
between all documents and contains global word co-occur-
rence features in the whole corpus; while the latter are local 
distributions over the topics for given documents, and are 
independent of all the other documents. These two distribu-
tions can be used as additional features in the sentence and 
document encoders hierarchically. Let tw = (tw1, tw2, ..., twn) 
denotes the transposed topic-word distributions where 
tw ∈ ℝ

n×t , t is the number of topics, and the document-
topic distributions can be represented as dt = (dt1, dt2, ..., dtd) 
where dt ∈ ℝ

d×t , d is the number of documents. The LDA 
model is pre-trained first. The word embeddings are then 
concatenated with the transposed topic-word distributions 
[we; tw] as the input to the sentence encoder. Similarly, the 
document representations are concatenated with the docu-
ment-topic distributions [de; dt] before the final Softmax 
classifier is applied.

3.2 � Positional encoding

In contrast to the recurrent mechanisms, self-attention 
does not explicitly model relative or absolute position 
information in its structure. We therefore apply ele-
ment-wise addition between word-position embeddings 
wp ∈ ℝ

n×e and the word embeddings to get word-level 
inputs w = ([we1;tw1] + wp1, ..., [wen;twn] + wpn) , as well 
as between sentence-position embeddings sp ∈ ℝ

m×dk 
where dk denotes the model dimension, and the sentence 
embeddings se ∈ ℝ

m×dk , to get sentence-level inputs 
s = (se1 + sp1, ..., sem + spm).

Two positional encoding approaches are investigated: 
Sinusoidal position encoding and learned position encoding.

Sinusoidal position encoding: This method was intro-
duced with the Transformer [39] model, in which sine and 
cosine functions of various frequencies are used to form a 
geometric progression, and then added to the original word 
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embeddings. The positional embeddings are dk dimensional 
vectors that contain information about specific positions in 
a sequence.

where pos stands for the desired sentence position in a 
sequence, i is the encoding dimension. Models receive 
orders of words generated by sinusoidal functions even when 
predicted sequences are longer than those seen during train-
ing phases.

Learned position encoding: Similarly, this method [55] 
generates vector representations of an absolute position of an 

(1)PE(pos, 2i) =sin(
pos

10000
2i

dk

),

(2)PE(pos, 2i + 1) =cos(
pos

10000
2i

dk

).

entry in a sequence. The position embeddings are then added 
to the original embeddings. Vaswani et al. reported that this 
method performs identically to sinusoidal position encoding 
[39]. This study applies randomly initialized embeddings 
that learn the absolute positions of words during training 
for fast implementation.

3.3 � Self‑attention

Self-attention aims to attend to each position of a sequence by 
comparing each entry to other entries in the same sequence, 
which enables the model to learn contextual relations of the 
sequence as well as capture long-range semantic dependencies. 
Therefore, the outputs of self-attention contain the informa-
tion of each entry as well as how it relates to all the entries. 
In this study, we apply scaled dot-product attention [39], 

Fig. 1   The flowchart of the 
proposed model
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which computes Query (Q), Key (K), and Value (V) vectors 
for each entry position using either linear projections or fully-
connected layers.

where Q, K, and V can all be substituted by the same 
sequence of word representations. As shown in Fig. 2, Q 
and K are first multiplied to create a weight matrix QKT , 
and scaled by a factor of 

√

dk . Then, the attention weights 
between Q and K can be computed by using the Softmax 
function. Finally, the attention weights are multiplied by V 
to produce a new output representation.

3.4 � Multihead self‑attention

Since the same attention weights are applied across all the dk 
dimensions of the V vector, multihead self-attention [39] is 
employed to expand the capabilities of the self-attention mod-
ule. It utilizes h parallel self-attentions and each head attends 
to a different portion of the dimension of the embedding as 
shown in Fig 3. The attention weights can be learned from dif-
ferent parts of the sequence and lead to more expressive output 
representation, rather than relying on only a single attention 
function to obtain the attention weights across all the embed-
dings in one single pass.

Specifically, multihead attention performs self-attention h 
times on the Q, K, and V vectors with each head splitting the 

(3)Attention(Q,K,V) = Softmax(
QKT

√

dk

)V .

(4)
Multihead(Q,K,V) = [head1, ..., headi, ..., headh]

where headi = Attention(Qi,Ki,Vi), i ∈ [1, h].

original sequence dimension into dk∕h . Therefore, each head 
performs self-attention to unique vectors and then yields an 
output sequence with the same dimension dk∕h . The output 
of each head is then concatenated to the original dimension 
dk.

3.5 � Convolutional multihead self‑attention block

Gao et al. proposed a convolutional multihead self-atten-
tion network enabling the self-attention network to obtain 
expressive representations from Q, K and V vectors [31]. In 
T-HMAN, we extend their work by leveraging self-attention 
layers to enhance the ability of feature extraction from con-
volved features after maxpooling as shown in Fig 4.

In the convolutional layers, three different window sizes 
k = [3, 4, 5] are adopted to obtain n-grams features from 
source sequences, and then followed by Layer Normaliza-
tion (LayerNorm) [56]. Jiang et al. suggested that attaching 
normalization to the output of encoders could significantly 
improve model performance [40]. In this work, LayerNorm, 

Fig. 2   Scaled dot product attention

Fig. 3   Multihead self-attention

Fig. 4   Convolutional multihead self-attention block
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which aims to normalize the activities of neurons for faster 
training convergence, is stacked following each convolu-
tional layer. Then the max pooling is attached to obtain the 
most salient feature representations.

where E denotes input representations, Wk are filters with 
window sizes k = [3, 4, 5] , bk represents a bias term, ck is 
the output feature map of k window size. We employ expo-
nential linear unit (ELU) [57] as the non-linear function 
after convolutional layers (Conv1D). By producing negative 
values, ELU could capture complex interactions between 
Q and K vectors, and thus produce expressive feature repre-
sentations. Finally, the multihead self-attention is applied to 
obtain contextual information from the feature representa-
tions of the Maxpooling layers.

3.6 � Soft attention and co‑attention

Soft attention is applied at the end of the sentence encoder as 
well as the document encoder. As shown in Eq. (7) and (8), 
soft attention is adopted to normalize attention weights, thus 
measuring the importance of each entry through Softmax 
by computing a context vector for overall feature represen-
tations. The final output representations f of soft attention 
can be computed by a weighted sum over the normalized 
weights as in Eq. (9).

where Ws and bs are the weights and bias respectively, 
ce ∈ ℝ

n×dk denotes the output of the multihead self-attention 
block, tanh is the non-linear function, u stands for the hid-
den state of the input sequence, Wcontext ∈ ℝ

dk represents the 
context vector, � is the normalized weights which indicates 
the importance of each entry in the sequence, f is the repre-
sentations output of soft attention.

We extend document-level representations by utilizing 
co-attention in the document encoder. Given the sentence 
representations before the document encoder se ∈ ℝ

m×dk 
and sentence representations after the document encoder 
ce ∈ ℝ

m×dk , co-attention attends to both the sentence repre-
sentations interactively. Firstly, the affinity matrix L ∈ ℝ

dk×dk 
is computed as shown in Eq. (10), which is considered as a 

(5)ck =ELU(Conv1D(EWk + bk)),

(6)Q,K,V =Maxpooling(LayerNorm(ck)).

(7)u =tanh(Wsce + bs),

(8)� =
exp(uTWcontext)

∑

i exp(u
TWcontext)

,

(9)f =
∑

i

�ce.

feature to predict the attention maps as in Eq. (11). Similar 
to soft attention, the attention weights of the two sentence 
representations are computed using the Softmax function, 
and the output vectors from co-attention are calculated by 
the weighted sum over both of the sentence features as in 
Eq. (12) and (13).

where Wl ∈ ℝ
dk×dk denotes the weight matrix to be learned 

through the network, Ws,Wd ∈ ℝ
p×dk and Whs,Whd ∈ ℝ

1×p 
are the weight parameters, p stands for the hidden size 
of co-attention. �s, �d ∈ ℝ

1×m are the attention weights. 
s, c ∈ ℝ

1×dk are the learned features for both of the sentence 
representations produced by co-attention. We then concat-
enate s with c and pass it to soft attention in the document 
encoder.

Finally, the output of soft attention de , as well as the docu-
ment-topic distributions dt are concatenated and fed into the 
final Softmax function for classification. The overall model 
structure is shown in Fig 5.

4 � Experiment

In this section, document classifications on five publicly 
accessible datasets are conducted to demonstrate the effec-
tiveness of the proposed T-HMAN model. First, the clas-
sification datasets and their statistics are introduced. Then, 
the baseline models are discussed and analyzed. Finally, the 
implementation details are reported in detail.

4.1 � Datasets

To explore the capacity of T-HMAN to encode contex-
tual representations, we evaluate the method on a variety 
of tasks and datasets, including sentiment analysis, bias 
detection, and topic classification. All the datasets are 
obtained using the Huggingface Datasets Library1. Table 1 

(10)L =tanh(ceTWlse),

(11)
Hs =tanh(Wsse + (Wdce)L),

Hd =tanh(Wdce + (Wsse)L
T ),

(12)
�
s =Softmax(WT

hs
Hs),

�
d =Softmax(WT

hd
Hd),

(13)

s =
∑

m

�
ssem,

c =
∑

m

�
dcem.

1  https://​github.​com/​huggi​ngface/​datas​ets.

https://github.com/huggingface/datasets
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summarizes the statistics of the datasets. A brief descrip-
tion of the datasets is given below:

IMDB: This is a movie review dataset for binary sen-
timent classification. It is composed of 50,000 movie 

Fig. 5   The structure of T-HMAN. we denotes word embeddings, tw 
denotes topic-word distributions, wp is word position embeddings, 
se stands for sentence representations before self-attention block in 

document encoder,sp represents sentence position embeddings, de 
denotes document representations, dt is document-topic distributions

Table 1   Data Statistics: 
#s denotes the number of 
sentences (average(Avg) and 
maximum per document), #w 
stands for the number of words 
(average(Avg) and maximum 
per document)

SA represents sentiment analysis, BD means bias detection, and TC denotes topic classification

Dataset Classes Documents Vocabulary Avg #s Max #s Avg #w Max #w Task

IMDB 2 50,000 108,757 13.2 150 248.4 2642 SA
Yelp 2015 5 700,000 259,171 10.1 133 147.9 1151 SA
Amazon Reviews 2 4,000,000 1,090,418 5.1 100 92.3 595 SA
Hyperpartisan News 2 645 25,505 41.1 665 746.6 6776 BD
AG News 4 127,600 67,952 1.9 32 41.2 201 TC
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reviews, and the task is to predict whether a review is 
positive or negative.

Yelp 2015: The Yelp 2015 dataset consists of reviews 
from Yelp2. It is extracted from the Yelp Dataset Challenge 
2015 with 700,000 reviews, and the labels correspond to 
customer satisfaction ratings ranging from 1 to 5.

Amazon Reviews: The dataset is constituted by reviews 
from the Amazon website. The data span over a period of 18 
years, including 4,000,000 reviews up to March 2013. The 
task is to predict whether a review is positive or negative.

Hyperpartisan News: Hyperpartisan News Detection 
[58] is a dataset created for Semantic Evaluation (SemEval) 
2019 Task 43 . Given a news article, the task is to determine 
whether or not it follows a hyperpartisan argumentation, 
i.e., whether it exhibits blind, prejudiced, or unreasoning 
allegiance to one party, faction, cause, or person. There are 
two parts of the dataset: by-article set is labeled through 
crowdsourcing. This part of the dataset contains 645 articles, 
for which a consensus among the crowdsourcing workers 
existed. by-publisher set is labeled by BuzzFeed journal-
ists or MediaBiasFactCheck. In our experiment, we use the 
by-article set only because this is the official ranking set for 
the evaluation of SemEval 2019 Task 4.

AG News: AG is a collection of news articles gathered 
from more than 2,000 news sources. This dataset contains 
127,600 news articles with four categories: World, Sports, 
Business and Sci/Tech.

We use 80% of the data for training, 10% for validation, 
and the remaining 10% for testing, we run each experiment 
three times to evaluate the model variability. During data 
preprocessing, all the characters are converted to lowercase. 
For non-hierarchical models, each document is truncated or 
padded to maximum 200 words. For hierarchical models, 
each document is split into 15 sentences based on periods, 
exclamation marks, and question marks (other punctuations 
are removed). Each sentence is truncated or padded to maxi-
mum 50 words. Fasttext [59] embeddings are trained using 
a minimum word frequency of five and the embeddings 
dimension size of 300.

4.2 � Baselines

We compare T-HMAN with several baselines including non-
hierarchical models Word-CNN and Attentive-RNN, as well 
as hierarchical models HAN, HCAN and HAHNN.

Word-CNN [17]: This model employs three parallel con-
volutional layers with window sizes 3,4 and 5, all of which 
contain 64 filters. Maxpooling layers are stacked after the 
convolutions, and the pooled feature maps coming from the 

varying window sizes are then concatenated. Dropout is 
applied with the rate of 0.3 on the concatenated vector, and 
the output is fed to a Softmax classifier.

Att-RNN [21]: Attentive-RNN consists a bi-directional 
LSTM with 50 hidden units and a dropout of probability 
0.2 in each direction. In addition, the attention layer has 100 
hidden units for the outputs from the bi-directional LSTM, 
which is then followed by a fully connected layer with 32 
hidden units and the non-linearity ReLU, and then fed into 
a Softmax classifier.

HAN [60]: The same optimized hyperparameters are 
applied as mentioned in the original paper, where each level 
is composed of a bi-directional GRU with 50 units and soft 
attention with a hidden layer of 100 neurons.

HCAN [31]: The same optimized hyperparameters 
described in their paper are adopted. Each convolutional 
layer uses 512 filters with a fixed window size of 3. The 
convolutional multihead self-attention and target attention 
block are split into 8 heads. LayerNorm is applied after the 
elementwise multiplication of the two self-attention blocks.

HAHNN [32]: HAHNN consists of three parallel convo-
lutional layers with window sizes 3, 4 and 5, each of which 
contains 64 filters. The generated feature maps are max 
pooled and concatenated, and then fed into a bidirectional 
GRU with 50 units. The soft attention layer contains 100 
units and takes the outputs from the GRU to form sentence-
level and document-level representations.

4.3 � Implementation details

In the experiments, the coherence model is applied to find 
the optimal number of topics of LDA in the proposed net-
work in a grid search strategy, and it gets the highest coher-
ence score when the number of topics is set to 425. For both 
the sentence and document encoders, three parallel convo-
lutional layers with window sizes 3, 4 and 5 are adopted, 
and each of them has 128 filter. The effect of number of 
self-attention heads on the model performance is evalu-
ated. Among [1, 4, 8, 16] heads, the model yields the best 
accuracy when the number is 8. The dropout layer with the 
rate of 0.1 is utilized in the normalized attention weights, 
the word embeddings and the sentence representations. The 
proposed model is trained with the Adam optimizer [61] of 
learning rate 1e-3, beta1 0.9, and beta2 0.999. Early stop-
ping is leveraged to save the model weights with the highest 
validation accuracy. The hyperparameters of T-HMAN are 
tuned on the validation set, and the best model is then used 
to evaluate the test set.

2  https://​www.​yelp.​com/​datas​et
3  https://​pan.​webis.​de/​semev​al19/​semev​al19-​web/

https://www.yelp.com/dataset
https://pan.webis.de/semeval19/semeval19-web/
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5 � Results and discussion

The experimental results are shown in Table 2. T-HMAN 
achieves the highest test accuracy throughout the five pub-
lic datasets.

5.1 � Comparsion with non‑hierarchical models

T-HMAN outperforms Word-CNN (Att-RNN) by 3.04% 
(2.5%) on small datasets IMDB (Hyperpartisan News). 
This improvement is even enhanced when the datasets 
are larger, i.e. 5.36%, 3.99%, and 5.44% on Yelp 2015, 
Amazon Reviews, and AG News, respectively. The result 
confirms that taking account of document structural 
information, such as the relationships between words and 
sentences, and between sentences and documents, could 
significantly improve the feature representations and thus 
yield better performance in text classification. Meanwhile, 
the sequence length in the non-hierarchical models is con-
strained to maximum of 200 words. However, the hierar-
chical models can take longer sequence lengths, e.g. words 
per sentence 50 multiplied by the number of sentences 

15 resulting in a maximum of 750 words per document. 
The longer input allows models to encode more expressive 
feature representation from them and take longer semantic 
dependencies into account.

5.2 � Comparsion with hierarchical models

Exploring the hierarchical models, T-HMAN outperforms 
the second best model HAN by 0.27% on IMDB, and HCAN 
by 1.18%, 1.07%, 1.34%, and 0.88% on Yelp 2015, Amazon 
Reviews, Hyperpartisan News and AG News respectively. 
It is worth noting that T-HMAN generally yields higher 
accuracy than HCAN on datasets that have a higher aver-
age number of words per document such as Yelp 2015 and 
Hyperpartisan News. This confirms that the multiple atten-
tion mechanisms of the proposed model are able to capture 
longer semantic dependency.

Figure 6 demonstrates the validation accuracy of all the 
hierarchical models on the IMDB dataset over the first 10 
epochs. T-HMAN reaches its peak faster than the other 
hierarchical models. Meanwhile, the confusion matrices (as 
shown in Fig.7) demonstrate the performance of the hier-
archical models in the multi-class classification task. Spe-
cifically, the most mismatches in the AG News dataset are 

Table 2   Test data accuracy and 
standard deviations

The Best accuracies are in bold

IMDB Yelp Amazon Reviews Hyperpartisan News AG News

Word-CNN 0.8832±0.0025 0.6071±0.0042 0.8996±0.0069 0.7547±0.0025 0.8933±0.0080
Att-RNN 0.8789±0.0057 0.6015±0.0072 0.9021±0.0074 0.7601±0.0038 0.8878±0.0092
HAN 0.9109±0.0081 0.6381±0.0790 0.9245±0.0096 0.7656±0.0031 0.9248±0.0081
HAHNN 0.9024±0.0019 0.6471±0.0042 0.9268±0.0038 0.7700±0.0011 0.9257±0.0094
HCAN 0.9059±0.0044 0.6489±0.0051 0.9313±0.0065 0.7717±0.0031 0.9389±0.0073
T-HMAN 0.9136±0.0105 0.6607±0.0092 0.9420±0.0111 0.7851±0.0108 0.9477±0.0147

Fig. 6   Validation accuracy in 
the first 10 epochs on IMDB 
dataset



	 International Journal of Machine Learning and Cybernetics

1 3

between Business and Sci/Tech. Although HCAN achieves 
the lowest number of mismatches between Business (Pre-
dicted) and Sci/Tech (True label), it has the highest mis-
matches (i.e. 432) between Business (True label) and Sci/
Tech (Predicted). The average of the above two mismatch 
pairs are calculated for all the four hierarchical models. The 
proposed T-HMAN achieves the least averaged mismatches 
(i.e. 209) compared with HCAN (249.5), HAHNN (248.5), 
and HAN (228).

The improvement is mainly attributed to the fact that 
T-HMAN leverages multiple attention mechanisms as well 
as topic distributions, enabling it to capture more expressive 
sentence-level and document-level representations. The con-
volutional multihead self-attention blocks combine multiple 
window sizes stacked with max pooling to extract the most 
salient information from input sequences, rather than taking 

the entire convolved sequences as input to self-attention as 
in HCAN.

In terms of co-attention, it expands document representa-
tions by learning sentence representations before and after 
the self-attention block in the document encoder. Before the 
self-attention block, the sentence representations are only 
formed by the sentence encoder. While after self-attention 
block, it involves sentence-level attention weights that reflect 
how each sentence contributes to the final prediction. Then, 
the soft attention module summarizes the importance of sen-
tence-level and document-level representations by assign-
ing attention weights to the output sequences of the self-
attention block.

The topic-word distributions contain global word co-
occurrence information shared between topics, and the docu-
ment-topic distributions that have local (per-document) topic 

Fig. 7   Confusion matrices for the hierarchical models on AG news dataset
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probabilities are independent of other documents. These dis-
tributions enrich feature representations when concatenated 
with word embeddings and document-level representations. 
However, the topic distributions also bring variability to 
the model performance, i.e. the standard deviations of the 
proposed model are generally higher than other models on 
the five datasets. This is because the topic distributions are 
pre-trained only with the topic model, and T-HMAN does 
not update the pre-trained topic distributions after it is con-
catenated with input representations. The ablation study 
also confirms that models without topic distributions yield 
smaller standard deviations.

5.3 � Ablation study

Table 3 demonstrates how co-attention, soft attention, and 
topic distributions affect the model performance. Since posi-
tion embeddings have been investigated in the previous stud-
ies [26, 31, 39] and proved effective in improving model 
performance, the absolute position embeddings are com-
bined to the word/sentence embeddings by default through-
out our experiments. Firstly, a basic model called Basic + 
AVE is built, in which co-attention and topic distributions 
are removed, and soft attention is replaced by directly tak-
ing the average of the output sequence of each multihead 
self-attention block. Secondly, co-attention is then added 
back to the document encoder and the model is referred to as 
Basic + CA. Thirdly, soft attention is employed in place of 
mean operation at the end of both encoders, and this model 
is denoted as Basic + CA + SA. Finally, topic-word and 
document-topic distributions are evaluated respectively, i.e. 
Basic + CA + SA + tw and Basic + CA + SA + dt.

The results in Table 3 prove the superiority of combing 
the components over the simple models. Compared with 
Basic + AVE, the model with attention mechanisms (i.e., 
Basic + CA + SA) improves the accuracy by 0.83% on 
average across the five datasets. The effectiveness of each 
topic distribution (i.e. topic-word distributions and docu-
ment-topic distributions) is evaluated separately. In com-
parison to Basic + CA + SA, the accuracy of the model 

coupled with both topic distributions (i.e., T-HMAN) is 
improved by 1.30% on average across the five datasets. 
The performance improvement can be attributed to more 
expressive feature representations when the word-level 
(document-level) inputs are augmented with topic-word 
(document-topic) distributions. However, the concatena-
tion between the input representation and the topic distri-
butions leads to higher standard deviations throughout the 
five datasets. This is potentially because the pre-trained 
topic distributions do not update during the training phases 
in the proposed model.

6 � Conclusion and future work

In this work, a topic-aware hierarchical multi-attention 
model for text classification named T-HMAN is proposed. 
The multi-head self-attention armed with convolutional lay-
ers is developed to parallelize feature extraction on long-
range semantic dependencies. In order to strengthen its 
power for aggregating feature representations and extend-
ing document-level feature space, soft attention and co-
attention are incorporated, respectively. For further enrich-
ing feature representations at both the sentence-level and 
document-level, the topic distributions generated by the 
LDA model are employed. By evaluating T-HMAN on the 
five publicly accessible datasets, we demonstrate that our 
approach achieves state-of-the-art classification accuracy 
and converges faster than other hierarchical models. The 
contributions of each component of T-HMAN is analyzed 
in the ablation study. The result suggests that the combina-
tion of multiple attention mechanisms and topic distributions 
can significantly improve model performance in text clas-
sification tasks. One of the main limitations of the proposed 
model is that the topic distributions are pre-trained with the 
LDA topic model, in which the distributions are not updated 
with the hierarchical contextual feature representations. In 
the future work, the topic distributions will be parameter-
ized and updated simultaneously with the model parameters.

Table 3   Test set accuracy with standard deviation

AVE denotes taking the average of the output sequence from the self-attention block to form feature representations, CA is co-attention, SA rep-
resents soft attention, tw and dt stand for topic-word and document-topic distributions respectively

Methods IMDB Yelp 2015 Amazon Reviews Hyperpartisan News AG News

Basic + AVE 0.8957±0.0028 0.6268±0.0097 0.9215±0.0019 0.7701±0.0031 0.9261±0.0016
Basic + CA 0.8991±0.0079 0.6290±0.0045 0.9239±0.0038 0.7715±0.0051 0.9267±0.0072
Basic + CA + SA 0.9035±0.0086 0.6344±0.0390 0.9307±0.0036 0.7749±0.0053 0.9386±0.0090
Basic + CA + SA + tw 0.9040±0.0121 0.6375±0.0098 0.9335±0.0077 0.7757±0.0180 0.9389±0.0105
Basic + CA + SA + dt 0.9097±0.0123 0.6451±0.0071 0.9357±0.0103 0.7768±0.0083 0.9423±0.0089
All (T-HMAN) 0.9136±0.0105 0.6607±0.0092 0.9420±0.0111 0.7851±0.0108 0.9477±0.0147
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