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ABSTRACT
With the advent of the era of big data, the ubiquity of multi-modal
fake news has increasingly affected information dissemination and
consumption. Measurements should be taken to identify multi-
modal fake news for improving the credibility of news. However,
existing single-modal fake news detection models fail to detect fake
news based on complete multi-modal information, while multi-
modal models are often difficult to fully utilize the original infor-
mation of each single modality to obtain the ultimate accuracy. To
tackle above problems, we propose a novel multi-modal fake news
detection method, called fake news detection based on multi-modal
classifier ensemble, which takes into account the advantages of
both single-modal and multi-modal models. Specifically, we design
two single-modal classifiers for text and image inputs respectively.
We then establish a similarity classifier to calculate the feature
similarity over the modalities. We also build an integrity classifier
that utilizes integral multi-modal information. Finally, all classifier
outputs are integrated with an ensemble learning to increase the
classification accuracy. Furthermore, we introduce the center loss,
to reduce intra-class variance, which is helpful to achieve higher
detection accuracy. The cross-entropy loss is used to maximize
the inter-class variations while the center loss is used to minimize
the intra-class variations so that the discriminative power of the
learned news features can be enhanced. Experimental results on
both Chinese and English datasets demonstrate that the proposed
method outperforms the baseline fake news detection approaches.

KEYWORDS
Fake News Detection, Multi-Modal News, Cross-Entropy Loss, Cen-
ter Loss, Cross-Media
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1 INTRODUCTION
With increasingly use of social media, information dissemination
has been greatly improved where multimedia sources make infor-
mation sharing become much easier. However, the explosion of fake
news has also caused significant harm to the global community.
Fake news not only damages the credibility of information source,
but also potentially cause social unrest. For example, in April 2020,
fake news which related to Woody Harrelson who sharing COVID-
19 conspiracy theories tied to 5G, has been widely spread on Twitter.
These fake news has caused great trouble that impacted Woody
himself, and has directly caused the world to panic about 5G. Conse-
quently, the automatic fake news identification is urgently needed
to minimize the impact of misinformation.

Focusing only on text and image modalities, fake news in reality
is usually divided into 3 categories [11]. (1) The text is a fabrication
(see Figure 1a). (2) The images themselves have been artificial tam-
pered (see Figure 1b). (3) The image content in the news comes from
an event that is related to the text but doesn’t exactly match (see Fig-
ure 1c). Taking them all into account, we can draw a conclusion that
both of the single-modal information and the multi-modal infor-
mation should be analyzed in the multi-modal fake news detection
task.

It can be seen that in the multi-modal fake news detection task,
the result of fake news can sometimes be drawn directly based
on only one single-modal feature, so as to avoid interference by
other correct modal information. But most of existing multi-modal
models ignore the importance of single-modal detection, i.e. do
not fully utilize the original information of each single modality
as single-modal models. To make the detection results have the
advantages of single-mode detection classifiers and multi-modal
ones, we propose our model. The proposed model not only utilizes
the information of all modalities, but also makes an innovation on
the existing multi-modal models. That is, it detects the important
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(a) A picture depicting many ducks
is fictitious as a "duck soldier" pic-
ture of China supporting Pakistan
in eradicating the locust plague.

(b) In this picture, there is a huge
fist and related giant text "China"
on the snow, but one fact that it’s a
composite picture has been proved.

(c) This is a photo of Trump threat-
ening to close Congress in 2019, but
it is rumored to be his comeback an-
nouncement in 2022.

Figure 1: Specific cases of the three categories of multimodal fake news.

information in each single modality, which improves the utilization
of original information and the accuracy of fake news detection.

The framework of the proposed model is illustrated in Figure
2. The multi-modal feature extractor obtains multi-modal feature
from news posts. Then the features are fed to four independent
classifiers for fake news detection. These four classifiers include
two single-modal classifiers that uses text feature and image feature
to detect fake news respectively which can determine whether the
text or image itself has been fabricated or tampered with. Our
method adopts VGG-19 [12] and TEXT-CNN [13] to obtain body
text and images features respectively. The other two classifiers are
the similarity classifier and the integrity classifier. The similarity
classifier aims to distinguish the authenticity of news based on the
similarity between images and text. And the addition of the integrity
classifier is inspired by existing multi-modal detection methods.
The integrity classifier is designed to identify fake news through the
text feature as well as the image feature. The above classifiers are
combined with weights that can be adjusted automatically during
the training procedure. Another innovation of the model is the
combination of the traditional cross-entropy loss and center loss
[14], which is proved to be helpful for the optimization of the model.
Finally, the classification results of the four classifiers are weighted
to obtain the final classification results.

The main contributions of our method are summarized as fol-
lows:

• The proposed model contains two single-modal classifiers
and two multi-modal classifiers respectively, which can not
only directly detect single-modal information that may be
tampered with, but also take into account the advantages of
comprehensive consideration of multi-modal classifiers. And
they are trained to get an ensemble fake news detector which
gets higher accuracy by automatically updated weights.

• The proposed model adopts the joint optimization of center
loss and cross-entropy loss. The idea of adding center loss
was inspired by face recognition algorithms. Reducing the
center loss can reduce the intra-class variance and make the
features learned by the model more discriminative. With the

joint optimization of cross-entropy loss and center loss, the
proposed model can obtain higher accuracy.

• We have made an approximately 20% augmentation to the
Weibo fake news dataset created by previous researchers
[15] (the dataset will be described in detail in the Section 4),
and conducted experiments on both Chinese Weibo dataset
and English Fakeddit dataset. Experiment results on these
datasets show that the proposed method outperforms other
state-of-the-art methods.

The rest of the paper is organized as follows. Related works is
summarized in Section 2. The proposed method is described in
Section 3. Experimental results are shown in Section 4. Conclusion
is made in Section 5.

2 RELATEDWORKS
In this section, we briefly review the work related to the proposed
model. We mainly focus on the following two topics: fake news
detection and center loss function.

2.1 Fake News Detection
Fake news detection has become an active research topic. Various
techniques have been proposed for it, which can be roughly catego-
rized into two categories, i.e., single-modal based and multi-modal
based methods.

2.1.1 Single-modal based Fake News Detection. In single-modal
based methods, single type of, often textual or visual, information
such as contents, profiles and descriptions, or semantic contents and
resolutions of the pictures are to detect fake news automatically.

Recently, the importance of text features has been proven by
many literatures [18, 19, 20, 21] of fake news detection. Fake news
detection focusing on text, which can be roughly divided into lin-
guistic features basedmethods [1, 2], deceptionmodeling basemeth-
ods [3, 4], clustering based methods [3], predictive modeling based
methods [3] and content cues based methods [5]; more and more
researchers concentrate on analyzing various modal information
[6], [7]. In [8], Steinebach et al. aims to recognize photo-montages
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Figure 2: The model framework. The network in red dotted frame is the Multi-modal Feature Extractor, the network in blue
dotted frame is the Multi-modal Feature Fusion, and the network in green dotted frame is the Fake News Detector.

automatically based on feature detection. In [9], Chen et al. pro-
posed detect fake views about online video-on-demand services. In
[10], Todisco et al. focuses on the automatic detection of spoofing
attacks which can threaten the reliability of automatic speaker ver-
ification. There is also a method proposed by Ma et al. [21], which
deploys a recurrent neural network to learn posts in time series as
a representation of text features, proving the model based on deep
learning is more effective than traditional hand-crafted algorithms.

Simultaneously, visual features have been proven to be another
important indicator in fake news detection. The researches show
that news readers pay more attention to visual content than to
textual content, which leads to a strong guiding effect of visual
content on people [22, 23]. This also proves that the detection of
visual features is irreplaceable in the tasks of fake news detection.
Undoubtedly, there are many studies on single-modal fake news
detection models that focus on visual features [24, 25, 26, 27].

However, this category of methods can only detect fake news
in which the text or image content itself has been fabricated or
tampered with due to the natural defect of these methods that them
can only detect fake news by the feature of a specific modality.

2.1.2 Multi-modal based Fake News Detection. In the era of big
data, the content form of news tends to coexist with multiple modal
information, and provides potential tomanymulti-modal based fake
news detection methods with deep neural network. With the inputs
of multi-modal features, specially designed deep neural networks
obtain the ability to achieve excellent performance in cross-modal
tasks such as visual question answering [16], and, of course, fake
news classification [15].

However, the multi-modal fake news detector relies too much on
the comprehensive expression of news content in multiple modali-
ties, i.e., this category of method often fails to obtain the detection
results that could be obtained directly from a single modal feature.

In order to overcome the respective limitations of the above two
types of detection methods and take the advantages of both, we
propose a novel model which is an ensemble of different single-
modal based fake news detectors andmulti-modal based ones. In the
proposed model, a weighted combination of single-modal classifiers
and multi-modal classifiers is realized, and the weights can be
automatically updated during the training process.

2.2 Center Loss Function
Inspired by the paper [3] in the field of face recognition, we in-
corporate the special error function proposed in it, the center loss
function, into our model. The center loss function reduces the intra-
class variability of each class by finding the classification center of
each class, so that the final classification accuracy becomes higher.

We adopt the center loss method in the proposed model to make
the two classifications more discriminative, which leads to further
improvement in classification accuracy. Specifically, the traditional
cross-entropy loss function and the center loss function are linearly
combined, and their coefficients are 𝛼 and 1-𝛼 , respectively. We use
as a hyper-parameter and show the effect of different values on
model performance in section 4.3.

3 PROPOSED METHODS
In this section, we first introduce the three components of the
proposed model, which are the multi-modal feature extractor, the
multi-modal feature fusion, and the fake news detector, and then
describe how to integrate these three components to learn the
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Figure 3: The structure of Text-CNN.

transferable feature representations. The proposed multi-modal
fake news detection method can be divided into three parts as is
shown in Figure 2.

3.1 Multi-modal Feature Extractor
Multi-modal feature extractor is responsible for the task of extract-
ing the informative features from both textual and visual content.
It is the fundamental step of the detection work. The multi-modal
feature extractor is divided into two parts, which are for textual
and visual content respectively.

Suppose that Ω = {𝜔 𝑗 }𝑚𝑗=1 is a social media dataset with m
instances, 𝜔 𝑗 = (𝑣 𝑗 , 𝑡 𝑗 , 𝑙 𝑗 ) , where 𝑣 𝑗 is the raw pixels of image
j, 𝑡 𝑗 is the body text related to the j-th image, and 𝑙 𝑗 ∈ {0, 1} is
authenticity label assigned to 𝜔 𝑗 . If belongs to real news class, 𝑙 𝑗 =
0. Otherwise, 𝑙 𝑗 = 1.

3.1.1 Textual Feature Extractor. The input of the text feature extrac-
tor is the raw body text 𝑡 𝑗 related to image 𝑣 𝑗 . The core of textual
extractor is a Text-CNN [2] model. Text-CNN applies convolutional
neural network to the text classification task by using multiple
filters with different sizes to extract the key information, which can
better capture the local correlation in the sentence.

Specifically, converting each word in text 𝑡 𝑗 into a word em-
bedding should be achieved at first. To the i-th word in text 𝑡 𝑗 , its
corresponding embedding is 𝐸𝑖 ∈ 𝑅𝑘 , where 𝑘 is the dimension
of each embedding. Following that, we can obtain the complete
representation of the text 𝑡 𝑗 :

𝐸1:𝑛 = 𝐸1 ⊕ 𝐸2 ⊕ ... ⊕ 𝐸𝑛 (1)

where ⊕ is the concatenation operator. For a convolution kernel of
size ℎ, assuming that the contiguous sequence of ℎ words generated
from the 𝑖-th word is 𝑆𝑖 , the convolution operation used to obtain
𝑆𝑖 can be represented as:

𝑆𝑖 = 𝜎 (𝑊𝑓 𝑖𝑙𝑡𝑒𝑟 · 𝐸𝑖:𝑖+ℎ−1) (2)

where𝜎 (•) is the ReLU activation function and𝑊𝑓 𝑖𝑙𝑡𝑒𝑟 is theweight
of this kernel. Every 𝑆𝑖 is a scalar value, and 𝑖 = 1, 2, ..., 𝑛 − ℎ + 1.

After the max-pooling operation on these scalar values, the final
operation result of this kernel for text 𝑡 𝑗 can be represented as 𝑆 .
Assuming there are 𝑛ℎ different kernel sizes, and there are 𝑛𝑓 𝑖𝑙𝑡𝑒𝑟
kernels of each size, the feature vector of text 𝑡 𝑗 obtained by the

entire text extractor is 𝑅𝑇
𝑗
∈ 𝑅𝑛ℎ ·𝑛𝑓 𝑖𝑙𝑡𝑒𝑟 . We also add a fully con-

nected layer behind Text-CNN to keep the dimension of the output
same as visual features:

𝐹𝑇𝑗 = 𝜎 (𝑊𝑇 · 𝑅𝑇𝑗 ) (3)

where 𝐹𝑇
𝑗
∈ 𝑅𝑐 . Hence, the output of the text feature extractor for

the text 𝑡 𝑗 can be expressed as:

𝐹𝑇𝑗 = 𝑓𝑇 (𝑡 𝑗 ;𝜃𝑡 ) (4)

where 𝜃𝑡 is the denotes all the parameters of textual feature extrac-
tor, and the textual features obtained from all posts can be uniformly
expressed as 𝐹𝑇 ∈ 𝑅𝑐 ·𝑚 = {𝐹𝑇

𝑗
}𝑚
𝑗=1.

3.1.2 Visual Feature Extractor. We obtain the feature of 𝑣 𝑗 by an
eight-layer convolutional neural network, which consists of the
pre-trained VGG-19 and is followed by a fully connected layer. Let
𝜃𝑣 denotes the parameters of VGG-19, the learned image feature
𝐹𝑉
𝑗
can be represented as follows:

𝐹𝑉𝑗 = 𝑓𝑉 (𝑡 𝑗 ;𝜃𝑣) (5)

where 𝐹𝑉
𝑗
∈ 𝑅𝑐 , and the visual features obtained from all posts can

be uniformly expressed as 𝐹𝑉 ∈ 𝑅𝑐 ·𝑚 = {𝐹𝑉
𝑗
}𝑚
𝑗=1.

3.2 Multi-modal Feature Fusion
In this part, the multi-modal features are fused and fed into two
single-modal classifiers and two multi-modal classifiers respec-
tively.

The classifiers include the text classifier, the image classifier,
the similarity classifier and the integrity classifier. The text classi-
fier is built by two fully connected layers, denoted as 𝐶𝑡 . And the
probability of 𝐹𝑇

𝑗
being a fake one can be obtained as follows:

𝑃𝐶𝑡
= 𝐶𝑡 (𝐹𝑇𝑗 ;𝜃𝐶𝑡

) (6)

where 𝜃𝐶𝑡
denotes the parameters of 𝐶𝑡 .

Similarly, a two-layer fully-connected layer of the image classifier
is denoted as 𝐶𝑖 , the probability of 𝐹𝑉

𝑗
being a fake one can be

obtained as follows:

𝑃𝐶𝑖
= 𝐶𝑖 (𝐹𝑉𝑗 ;𝜃𝐶𝑖

) (7)

where 𝜃𝐶𝑖
denotes the parameters of 𝐶𝑖 .

As we all know, if the body text/image is fake in a news, the
news is fake obviously. Thus 𝐹𝑇

𝑗
or 𝐹𝑉

𝑗
being a fake one is equal to

𝜔 𝑗 being fake.
Our work concentrates on fake news detection according to

the content of the news. Hence, in order to fully utilize the given
multi-modal information, we build the similarity classifier and the
integrity classifier. The similarity classifier is represented as 𝐶𝑠 ,
which includes two fully-connected layers, and so is the integrity
classifier. 𝐶𝑠 is constructed based on the truth that some fake news
is inconsistent with images and body texts. Therefore, we calculate
the cosine similarity between 𝐹𝑇

𝑗
and 𝐹𝑉

𝑗
, which is fed into 𝐶𝑠 to

obtain the probability of 𝜔 𝑗 being a fake one, denoted as 𝑃𝐶𝑠
:

𝑃𝐶𝑠
= 𝐶𝑠 (𝑐𝑜𝑠 (𝐹𝑉𝑗 , 𝐹

𝑉
𝑗 );𝜃𝐶𝑠

) (8)

where 𝜃𝐶𝑠
denotes the parameters of𝐶𝑠 , cos(x, y) denotes the cosine

similarity between x and y.
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Table 1: Statistics of datasets.

Statistics Weibo Fakeddit

Training Set
Fake News 5568 5854

Authentic News 3724 4982

Testing Set
Fake News 1591 1672

Authentic News 1064 1432

Validation Set
Fake News 795 836

Authentic News 532 712

All 13274 15479

We use𝐶𝑛 to denote the image and text integrity classifier, which
aims to identify fake news based on the integral multi-modal in-
formation. 𝐹𝑇

𝑗
and 𝐹𝑉

𝑗
are concatenated as the input of 𝐶𝑛 , and the

probability of 𝜔 𝑗 being a fake one can be calculated as follows:

𝑃𝐶𝑛
= 𝐶𝑛 (𝐹𝑉𝑗 ⊕ 𝐹𝑉𝑗 ;𝜃𝐶𝑛

) (9)

where 𝜃𝐶𝑛
denotes the parameters of𝐶𝑛 . Benefiting frommodifying

the text feature to the same dimension as the visual feature in
feature extractor, here we can directly concatenate 𝐹𝑇

𝑗
and 𝐹𝑉

𝑗
.

To integrate the four different classifiers into a unified frame-
work, we set four weights denoted as𝑊𝑡 ,𝑊𝑖 ,𝑊𝑠 ,𝑊𝑛 , and the final
probability of 𝜔 𝑗 being fake can be given as follows:

𝑃 =𝑊𝑡 · 𝑃𝐶𝑡
+𝑊𝑖 · 𝑃𝐶𝑖

+𝑊𝑠 · 𝑃𝐶𝑠
+𝑊𝑛 · 𝑃𝐶𝑛

(10)

The weights can be adjusted automatically during the training pro-
cedure according to the loss of corresponding classifier. Specifically,
we initialize𝑊𝑡 =𝑊𝑖 =𝑊𝑠 =𝑊𝑛 = 0.25 and then normalize the
loss of the four classifiers, finally we average the weights and the
reciprocal of loss to get the updated weights.

3.3 Fake News Detector
After the final probability P obtained in Eq.(10), a softmax function
is added to achieve the final fake news classification.

In order to measure the distance between the predicted label
and the ground-truth more clearly, we adopt cross-entropy loss to
calculate the detection loss as follows:

min
𝜃𝐶𝑡 ,𝜃𝐶𝑖

,𝜃𝐶𝑠 ,𝜃𝐶𝑛

𝐿1 = −𝐸𝜔∼Ω [𝑙 log 𝑃𝑟 + (1 − 𝑙) log(1 − 𝑃)] (11)

To further enhance intra-class compactness, we also introduce
center loss, which can be calculated as follows:

min
𝜃𝐶𝑡 ,𝜃𝐶𝑖

,𝜃𝐶𝑠 ,𝜃𝐶𝑛

𝐿2 =
1
2
Σ𝑚𝑗=1 ∥ 𝑃 𝑗 − 𝑙 𝑗 ∥22 (12)

Center loss can be regarded as an auxiliary loss function, which is
used to minimize the intra-class differences. The discrimination of
the learned features will be higher in the way of combining cross-
entropy loss and center loss. The overall objective function can be
deduced as follows:

min
𝜃𝐶𝑡 ,𝜃𝐶𝑖

,𝜃𝐶𝑠 ,𝜃𝐶𝑛

𝐿 = 𝛼𝐿1 + (1 − 𝛼)𝐿2 (13)

where 𝛼 is a hyper-parameter used to balance the two, and we will
compare the effect of its value on the experimental results in section
4.2.

4 EXPERIMENTS
4.1 Datasets
In order to adapt to the differences in various cultures, we conducted
experiments on Chinese and English datasets, respectively.

4.1.1 Weibo Dataset. Weibo Dataset is created by [15] for Chinese
fake news detection. The authentic news is collected from Xinhua
News Agency, the biggest and most influential media organiza-
tion in China. The fake news is collected from Weibo, a Chinese
microblogging website. They are crawled from the official rumor de-
bunking system of Weibo covering from May, 2012 to January, 2016.
There are a total of 13,274 items in the Weibo Dataset, including
7,954 fake news and 5,320 authentic news.

4.1.2 Fakeddit Dataset. Fakeddit Dataset [30] is a novelmultimodal
dataset consisting of over 1million samples frommultiple categories
of fake news and corresponding authenticity labels. The dataset is
collected from 2019 and is still being updated today. There are a total
of 15,479 items in the Fakeddit dataset, including 8,362 fake news
and 7,112 real news. The selected data in both datasets are news
with fluent text and pictures containing a lot of useful information.
Besides, we preprocess the dataset similar to attRNN [15], and the
whole datasets are split into the training, validation, and testing
sets in a 7:1:2 ratio.

The detailed statistics of two datasets are listed in Table 1.

4.2 Performance Comparison
We compared the proposed model with these traditional single-
modal ones, including single textual modal detection methods, sin-
gle visual modal detection method, and multi-modal ones.

4.2.1 Single-modal detection model. We embed each post text into
a 400-dimension paragraph embedding feature and then feed them
to a logistic classifier to train a single textual model. Meanwhile,
the 4096-dimension features got from a pre-trained VGG net are
used to train a logistic regression model which is regarded as the
single visual model.

4.2.2 Multi-modal detection model. VQA [5] means Visual Ques-
tionAnswering, which aims to provide an accurate natural language
answer about the given image. For a fair comparison, we change
VQAmodel, a multiclass classification, to a binary classification one
by replacing the final multi-class layer with a binary-class layer,
and the LSTM layer of VQA is changed to one layer. The modified
algorithm is denoted as VQA*. NeuralTalk [6] is proposed for im-
age caption by using deep recurrent framework. We obtain news
representations by averaging the output of the RNN at each time
step, which are then fed into a fully connected layer followed by an
entropy loss layer to make predictions. att-RNN [15] adopts atten-
tion module to identify fake news based on the textual, visual and
social context features. In our experiments for a fair comparison,
we remove the social context processing part, but the remaining
parts are set to be same. EANN [28] consists of three main compo-
nents: the multimodal feature extractor, the fake news detector and
the event discriminator. The multimodal feature extractor extracts
textual and visual features from posts. It works with the fake news
detector to learn the discriminative representation for detection
of fake news. The event discriminator is responsible for removing
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Table 2: Performance of the proposed method and baseline single-modal/multi-modal feature based methods.

Dataset Method Accuracy Fake News Authentic News
Precision Recall F1 Precision Recall F1

Weibo

Textual 0.592 0.605 0.531 0.566 0.581 0.653 0.615
Visual 0.608 0.610 0.605 0.607 0.607 0.611 0.609
VQA*[5] 0.736 0.797 0.634 0.706 0.695 0.838 0.760

Neural Talk[6] 0.726 0.794 0.713 0.692 0.684 0.840 0.754
att-RNN[4] 0.772 0.854 0.656 0.742 0.720 0.889 0.795
EANN[28] 0.782 0.827 0.697 0.756 0.752 0.863 0.804
MVAE[29] 0.824 0.854 0.769 0.809 0.802 0.875 0.837

ours 0.824 0.835 0.845 0.840 0.812 0.832 0.822

Fakeddit

Textual 0.507 0.555 0.556 0.555 0.467 0.528 0.496
Visual 0.596 0.695 0.518 0.594 0.524 0.633 0.573
VQA*[5] 0.631 0.712 0.512 0.596 0.590 0.693 0.637

NeuralTalk[6] 0.612 0.698 0.610 0.651 0.612 0.712 0.658
att-RNN[4] 0.745 0.798 0.637 0.708 0.627 0.713 0.667
EANN[28] 0.699 0.750 0.628 0.684 0.648 0.720 0.682
MVAE[29] 0.784 0.789 0.699 0.741 0.702 0.717 0.709

ours 0.804 0.838 0.749 0.791 0.704 0.728 0.716

any event-specific features. It is also possible to detect fake news
using only two components, the multimodal feature extractor and
the fake news detector. Hence, for a fair comparison, in our experi-
ments, we work with a variant of EANN which does not include the
event discriminator.MVAE [29] contains a variational autoencoder
which is capable of learning probabilistic latent variable models
by optimizing a bound on the marginal likelihood of the observed
data. We compare the above method with the proposed model on
Weibo Dataset and Fakeddit Dataset respectively.

As shown in Table 2, it can be found that our method can identify
fake news more accurately. Since the single-modal baseline model
cannot make a comprehensive judgment based on the information
of all modalities, the detection accuracy on the two datasets is
significantly lower than that of the baseline multi-modal model and
the proposed model.

The multimodal baseline model, starting with VQA*, performs
comprehensively on both datasets and significantly outperforms
both unimodal baselines. But from Table 2, EANN performs poorly
on the Fakeddit dataset. This is because the news data in the Faked-
dit dataset often does not have strict domain classification, which
makes EANN, which relies on a unique adversarial network mech-
anism to eliminate event-specific features, unable to exert its maxi-
mum effect.

The proposed model not only outperforms the single-modal
baseline model, but also obtained better performance than the multi-
modal baseline detection method, which is because our method
can effectively maintain the authenticity and discrimination of
news during feature mapping by retaining the original single-modal
information and directly judge the authenticity of the news based
on the original important information.

Table 3: The highest average accuracy on two datasets of each
ablation model and the full model.

model Weibo Fakeddit

𝐶𝑡 0.755 0.689
𝐶𝑖 0.704 0.711
𝐶𝑠 0.764 0.694
𝐶𝑛 0.770 0.696

𝐶𝑡 +𝐶𝑖 0.795 0.754
𝐶𝑡 +𝐶𝑠 0.764 0.732
𝐶𝑡 +𝐶𝑛 0.759 0.780
𝐶𝑖 +𝐶𝑠 0.776 0.752
𝐶𝑖 +𝐶𝑛 0.780 0.730
𝐶𝑠 +𝐶𝑛 0.758 0.764

𝐶𝑡 +𝐶𝑖 +𝐶𝑠 0.794 0.800
𝐶𝑡 +𝐶𝑖 +𝐶𝑛 0.810 0.752
𝐶𝑡 +𝐶𝑠 +𝐶𝑛 0.810 0.794
𝐶𝑖 +𝐶𝑠 +𝐶𝑛 0.803 0.785

𝐶𝑡 +𝐶𝑖 +𝐶𝑠 +𝐶𝑛 0.821 0.807

4.3 Ablation Analysis and Hyper-parameter
Analysis

The performance of different ablation models varies with different
values of the hyper-parameter 𝛼 . That is to say, it is necessary
to analysis and compare the performance of each ablation model
under different 𝛼 values.

4.3.1 Ablation Analysis. The combinations of proposed four classi-
fiers can be further divided into one-classifier models, two-classifier
models and three-classifier models. The one-classifier models are
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Figure 4: Average accuracy of ablation models with different values of hyper-parameter in detecting fake and authentic news
on two datasets.

obtained by choosing one classifier from the four, including 𝐶𝑡
model, 𝐶𝑖 model, 𝐶𝑠 model and 𝐶𝑛 model. The two-classifier mod-
els include 𝐶𝑡 +𝐶𝑖 model, 𝐶𝑡 +𝐶𝑠 model, 𝐶𝑡 +𝐶𝑛 model, 𝐶𝑖 +𝐶𝑠
model,𝐶𝑖 +𝐶𝑛 model, and𝐶𝑠 +𝐶𝑛 model. We abandon one classifier
from the four to construct the three classifier models, including
𝐶𝑡 + 𝐶𝑖 + 𝐶𝑠 model, 𝐶𝑡 + 𝐶𝑖 + 𝐶𝑛 model, 𝐶𝑡 + 𝐶𝑠 + 𝐶𝑛 model and
𝐶𝑖 + 𝐶𝑠 + 𝐶𝑛 model. Here we call the above models as ablation
models.

We set 𝛼 to take values between 0.0 and 1.0 every 0.1, and calcu-
late the average detection accuracy of all news in each dataset for
each ablation model under these 𝛼 values. The results are shown
in Figure 4.

It is obvious from Figure 4(a) that the pure visual feature classifier
𝐶𝑖 has the worst performance on the Weibo dataset, because the
pictures in Weibo fake news are often not fabricated but replaced
from other real news, which makes the pure visual feature classifier
less effective. And the number of pictures in each Weibo news post
is usually small. The above two reasons make it difficult for a single
visual modality method to detect multimodal fake news fromWeibo.
However, judging from the performance of the following relatively
complete classifier combinations, our ensemble method can make
up for the shortcomings of the single classifiers to a certain extent.
The performance of the pure visual feature classifier on the Fakeddit
dataset is much better, because a large proportion of the fake news

in this dataset uses forged pictures, which makes the visual feature
classifier better than the other three. While the full proposed model
performs best on both datasets. Based on the above, it is proved
that the proposed model is correct for direct classification using a
unimodal classifier in special cases.

We can also draw a conclusion from Figure 4 that when the
number of classifiers increases, the classification performance of
themodel is roughly improved. Two-classifier models achieve better
performance than single classifier models, while three-classifier
models achieve better performance than two-classifier models, and
our model with four classifiers performs better than its variants
with less classifiers, and finally, the points with the highest average
accuracy on both datasets appear on the curves of the full model,
which indicates that the full model outperforms the ablation model.
For clarity, we plotted histograms of the highest average accuracy
for each ablation model and the full model, as shown in Table 3.
This confirms that each classifier is an essential component in the
proposed model.

Thus, we can draw a conclusion that we obtain a stronger classi-
fier based on ensemble learning by combining different classifiers
into a unified framework.

4.3.2 Hyper-parameter Analysis. A conclusion can be drawn from
Figure 4 that when 𝛼 is small, the accuracy of all models is ter-
ribly low. This is because when the value of 𝛼 is small, the error
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function is equivalent to a pure center loss. At this time, the error
function loses the effectiveness of the cross entropy loss to reduce
the classification error, and the center loss will continue to compact
and solidify the existing classification, and the final accuracy will
be maintained at about 50% after initialization. That is to say, the
proportion of the center loss cannot be too large, otherwise the
detection effect of the model will be much worse. In classification
problems, center loss is not a substitute for cross-entropy loss.

When the value of 𝛼 gradually increases from 0, the accuracy
gradually increases. This is because the proportion of the cross-
entropy loss gradually increases, and the error function gradually
shows the effectiveness of the cross-entropy loss in reducing the
classification error. Fake news detection is essentially a classifica-
tion problem, and cross-entropy loss is a very classic choice in the
optimization process of classification models.

The accuracy of the model peaks when 𝛼 reaches a threshold. For
the full model, this threshold is around 0.7 (on the Weibo Dataset)
and 0.9 (on the Fakeddit Dataset). At this time, the adjustment
effect of center loss on cross entropy loss is just right. When the
center loss has a small proportion, it can not only play the role of
the center loss to make the classification more compact, but also
will not affect the loss too much and make the loss function lose
the effect of the cross entropy loss. Our goal is to have the error
function do the best of both worlds like this, so that the accuracy
peaks.

When the value of 𝛼 reaches a large value, the accuracy rate will
decrease slightly if 𝛼 continues to increase. This is because when
𝛼 is too large, the error function will degenerate into an ordinary
cross-entropy loss, and the adjustment effect of the center loss will
not be available at this time. When the proportion of center loss is
0, the accuracy rate is lower than the peak value, indicating that
the center loss does have an additional benefit in the classification
problem. This proves the feasibility of adding center loss to the
error function in order to improve the accuracy.

When the value of 𝛼 is very large, the peak of the accuracy can
be reached, and when the threshold is exceeded, the decrease of
the accuracy is not obvious. The insignificant downward trend
shows that the center loss actually only plays a role in adjusting
and correcting the final error function, rather than a decisive role.
As mentioned above, it is the cross entropy loss that plays a deci-
sive role in the optimization process of the classification problem.
But the process of decreasing the accuracy as the value of 𝛼 in-
creases, indeed confirms the positive role of center loss in fake
news detection.

5 CONCLUSION
In this paper, we propose a novel fake news detection methods
based on multi-modal classifier ensemble. In order to fully utilize
the given information, we train four different classifiers into an
ensemble fake news detector, including the text classifier, the image
classifier, the similarity classifier and the integrity classifier. The
weights of these weak classifiers are updated automatically, which is
related to the prediction accuracy of the previous epoch. Besides, we
combine cross-entropy and center loss into the training procedure
to improve the discrimination of classifiers. We also discuss the
variation in the average accuracy of individual ablation models and

the full model with different proportions of center loss, thereby
exploring the effect and best ratio of center loss while proving that
each classifier of the proposed model is indispensable. Extensive
experiments on the experimental datasets demonstrate that our
idea of integrating single-modal classifiers with cross-modal ones
can indeed improve accuracy, and can outperform existing single-
modal baseline fake news detection models and some mainstream
multi-modal baseline models.
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